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Abstract: We demonstrate an integrated FPGA solution to project highly 
stabilized, aberration-corrected stimuli directly onto the retina by means of 
real-time retinal image motion signals in combination with high speed 
modulation of a scanning laser. By reducing the latency between target 
location prediction and stimulus delivery, the stimulus location accuracy, in 
a subject with good fixation, is improved to 0.15 arcminutes from 0.26 
arcminutes in our earlier solution. We also demonstrate the new FPGA 
solution is capable of delivering stabilized large stimulus pattern (up to 
256x256 pixels) to the retina. 
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1. Introduction 

This is the third in a series of papers describing the computational part of the Adaptive Optics 
Scanning Laser Ophthalmoscope (AOSLO) system. The AOSLO is a high-resolution 
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instrument used for both imaging the retina and delivering visual stimuli for clinical and 
experimental purposes [1]. 

Adaptive optics (AO) is a set of techniques that measure and compensate or manipulate 
aberrations in optical systems [2]. The first application of AO for the eye was in a flood-
illumination CCD-based retinal camera [3] where resolution sufficient to visualize individual 
cones was demonstrated. Since that time, AO imaging has been integrated into alternate 
imaging modalities including SLO [1,4–8] and optical coherence tomography [9–11] and is 
being used in all systems for an expanding range of basic [12,13] and clinical applications 
[14–16]. 

AO systems are also used to correct or manipulate aberrations to control the blur on the 
retina for human vision testing [3,17–21]. Stimulus delivery to the retina and vision testing 
can also be done with an AOSLO with the advantage that the scanning nature of the system 
facilitates the delivery of a stimulus directly onto the retina through computer-controlled 
modulation of the scanning beam or a source of a second wavelength that is optically coupled 
in the system. Modulating the imaging beam causes the stimulus to be encoded directly onto 
the recorded image so the exact placement of the stimulation can be determined. The delivery 
of light stimuli to the retina in this manner was conceived for SLOs at the time of its invention 
in 1980 [22] and implemented shortly thereafter [23,24] but, to our knowledge, our lab is the 
only one to implement this feature in an SLO with adaptive optics [25,26]. 

Since the AOSLO is used with living human eyes, normal involuntary eye motion, even 
during fixation, causes the imaging raster to move continually across the retina in a 
constrained pattern consisting of drift, tremor and saccades. (for details on human fixational 
eye motion the reader is referred to a review by Martinez-Conde [27], although more recent 
data suggests eye motion follows a nearly 1/f power spectrum [28]). The motion is fast 
enough to cause unique distortions in each AOSLO video frame due to the relatively slow 
scan velocity in the vertical axis [29,30]. Most clinical and experimental uses of the 
instrument require that the raw AOSLO image be stabilized and dewarped to present the user 
with an interpretable image. 

Several methods for recovering eye motion from scanned laser images have been 
described in various reports [31,32]. The concepts of the particular method that we use were 
first presented by Mulligan et al. [33] but the first full implementation of this method in a 
scanning laser ophthalmoscope (including non-AO systems) was reported by our group 
[29,30]. For convenience, we describe the method briefly here. Like any scanning laser 
imaging system, each frame in AOSLO is collected, pixel-by-pixel, and line-by-line as the 
detector records the magnitude of scattered light from a focused spot while it scans across the 
sample in a raster pattern, in this case the retina. Given that each frame is collected over time, 
small eye motions relative to the raster scan gives rise to unique distortions in each individual 
frame. In essence, these distortions are a chart record of the eye motion that has caused them, 
and recovery of the eye motion is done in the following way: First, a reference frame is 
selected or generated. Then all the frames in the video sequence are broken up into strips that 
are parallel to the fast scanning mirror direction. Each strip is cross-correlated with the 
reference frame and its x and y displacements provide the relative motion of the eye at the 
time point relative to the reference frame. Each subsequent frame is redrawn according to the 
sequence of x and y displacements to align it with the reference frame. This operation can be 
done offline and can employ any cross-correlation method. The frequency of eye tracking and 
distortion correction is simply the product of the number of strips per frame and the frame rate 
of the imaging system. If the operation of measuring and correcting eye motion is done in real 
time, it allows one to track retinal motion, and can be used to guide the placement of a 
stimulus beam onto targeted retinal locations [34]. Stabilized stimulus delivery is the topic of 
the second paper in this series [35]. 

This, the third paper in the series, describes the hardware interface developed to take full 
advantage of the computations described in the first two papers. In the evolution of the 
AOSLO system, commercial-off-the-shelf (COTS) interface boards were the natural first 
choice to connect the optical instrument to the control and data collection computer. In the 

(C) 2010 OSA 16 August 2010 / Vol. 18,  No. 17 / OPTICS EXPRESS  17843
#128571 - $15.00 USD Received 17 May 2010; revised 27 Jul 2010; accepted 28 Jul 2010; published 4 Aug 2010



imaging path, a standard frame-grabber (Matrox Helios-eA/XA) with analog-to-digital (A/D) 
conversion collected the video stream from the instrument sensor and sync signals originating 
from the scanning mirror servo circuits. This interface transferred digitized image sections to 
the computer for further processing. In the stimulus path, another board provided buffers for 
digital stimulus patterns and the digital-to-analog (D/A) converter to send these in raster order 
to the stimulus laser modulator. Figure 1 illustrates the procedure of real-time stimulus 
delivery. 

A

T1

T2

 

Fig. 1. Operation of stimulus laser to draw a stimulus pattern at the target location labeled ‘A’ 
on the figure. 

To operate the stimulus laser to draw a stimulus on the target before the imaging raster 
scans this target location, the software needs additional time, or latency (T1 + T2), where T1 is 
computational latency and T2 is operational latency. The algorithm needs time T1 to calculate 
the location of target ‘A’ and the software needs time T2 to encode the stimulus pattern data to 
the stimulus laser. This guarantees the stimulus pattern to appear on the target location before 
the imaging raster comes. If (T1 + T2) is not large enough, only partial or no stimulus pattern 
will be scanned by the imaging raster. Here data (T1 + T2) before the target is used to calculate 
the target location, hence we also call it ‘predictive’ approach. Obviously, the larger (T1 + T2), 
the less accurate the target location. Section 2 and Section 3 will describe an approach to 
balance the value of (T1 + T2). Therefore, the positioning of the stimulus raster within the 
imaging raster was controlled by setting the delays relative to the V-sync and H-sync signals 
originating from the scanning mirror servos. The stimulus pattern data and the delays were 
provided to this board from the same computer that captured the imaging video data, and all 
the boards were synchronized at the beginning of each vertical scan and each horizontal scan 
by the distribution of the V-sync and H-sync signals from the AOSLO instrument. The 
architecture of this multiple-board interface is shown in Fig. 2. 

The multiple-board solution had been working adequately for some purposes (e.g., 
anaesthetized monkey eyes [34] or healthy human eyes with good fixation [35]) but was not 
taking full advantage of either the optical capabilities of the AOSLO or the computations for 
stimulus delivery. First, due to limitations in the architecture of the buffering in the board used 
to control the stimulus laser modulator, the time to predict the location of a stimulus target 
locus had to be computed considerably longer in advance than ideal. This necessarily resulted 
in statistically less accurate placement of the stimulus, as described in [35]. Figure 3 illustrates 
the accuracy of stimulus location as a function of latency. 
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Fig. 2. Architecture of the multiple-board solution. The A/D board is a commercially available 
image grabber (Matrox Helios-eA), and the two D/A boards have 14-bit with 60MS/s (Strategic 
Test, model #:UF-6020). The former is used to sample the real-time, nonstandard AOSLO 
video signal (with independent H-sync, V-sync and data channels), and the latter is used to 
modulate stimulus patterns to drive two acoustic-optic modulators (AOM), one for the imaging 
light source and the other for the stimulus light source. A PC is used to run the algorithm and 
the software. 

 

Fig. 3. The RMS error of stimulus location as a function of latency. The stabilization error is 
computed from actual high frequency eye traces extracted from previously recorded AOSLO 
videos. The eye motion trace was extracted from an AOSLO video using methods described by 
Stevenson et al. [30]. The plot is generated by computing the average displacement between 
two points on a saccade-free portion of the eye motion trace as a function of the temporal 
separation (latency) between the two points. The noise of the eye motion trace is low (standard 
deviation error of 0.07 arcminutes [29]) but since it is random, it does not affect the estimate of 
the average stabilization error. As such, this calculation of the impact of latency on stimulus 
placement accuracy is general to all tracking systems. It should be noted that this plot 
represents a typical error. In practice, the actual stabilization error will depend on the specific 
motion of the eye that is being tracked. 

Second, because the imaging and stimulus interfaces could only be synchronized at the 
beginning of each scan line (i.e. via the H-sync signal), the timing for the acquisition of a 
given pixel on the imaging side and the delivery of the stimulus that should correspond to that 
same pixel was only implicit, and depended on the similarity of the dynamics of two 
independent phase-locked loops (PLLs) on separate boards, made by two different 
manufacturers. 

Our approach to remedy these deficiencies was to replace the dual-board solution with a 
single purpose-designed interface board which integrated both the imaging capture and the 
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stimulus delivery with buffers optimized for each purpose and driven from a common pixel 
clock so that the modulation of the stimulus laser for a given pixel would inherently take place 
at exactly the same time as the same pixel in the raster was captured on the imaging path. Not 
only would this improve the system performance, but it would be accomplished a significantly 
lower cost. Whereas, the current multiple-board solution costed about $15,000 per instrument, 
the custom integrated interface board described here costed about $1,650 per instrument, 
including a standard FPGA development kit board (Xilinx ML-506, $1,200), a 14-bit DAC 
module (TI DAC2904-EVM, $150, for high accuracy AOM control), and cables and 
connectors ($300). 

For those readers not familiar with the technology, a field-programmable gate array 
(FPGA) is an integrated circuit designed to be configured by the customer or designer after 
manufacturing—hence “field-programmable”. The FPGA configuration is generally specified 
using a hardware description language (HDL), similar to that used for an application-specific 
integrated circuit (ASIC) (circuit diagrams were previously used to specify the configuration, 
as they were for ASICs, but this is increasingly rare). FPGAs can be used to implement any 
logical function that an ASIC could perform. The ability to update the functionality after 
shipping, and the low non-recurring engineering costs relative to an ASIC design (not 
withstanding the generally higher unit cost), offer advantages for many applications. 

FPGAs contain programmable logic components called “logic blocks”, memory blocks, 
computational elements and a hierarchy of reconfigurable interconnects that allow the blocks 
to be “wired together”—somewhat like a one-chip circuit “breadboard.” These hardware 
resources are meant to be configured by the designer into a functional hardware system. The 
A/D, D/A converters and the hardware to provide an interface to the PC is not included in the 
FPGA but is available already integrated on several standard development boards. We used 
the Xilinx ML-506 board (San Jose, USA) which comes with a Virtex-5 FPGA and is 
integrated with three independent channels of 8-bit A/D, three independent channels of 8-bit 
D/A, and one 1-lane PCIe interface. 

This paper describes the architecture and implementation of the custom interface and the 
considerations that drove the design. We report this not only because experimenters using this 
or a similar interface design must know the specific characteristics which affect their 
experimental results, but because the design considerations are generalizable to bi-directional 
interfaces between optical instruments and the computers that control them. For example, 
without changing the electronics, we can conveniently upgrade the FPGA and PC applications 
for other AOSLO systems that have the same hardware interfaces such as independent 
external H-sync, V-sync and data channels, and AOM-controlled laser beams. 

2. Computational system architecture 

The architecture of the hardware interface, whether implemented by the two COTS boards or 
the integrated FPGA-based board, is governed by the dataflow in the whole AOSLO system. 
The dataflow from the instrument, to algorithm, software GUI, and back to the instrument is 
illustrated in Fig. 4. 
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Fig. 4. Generalized dataflow of the optical instrument and the computational system. This 
architecture is applicable to both multiple-board and integrated board solutions. 

In Fig. 4, the analog monochrome video signal from the AOSLO optical system is 
digitized by one channel of the analog-to-digital converter (A/D), while H-sync and V-sync 
signals generated by the AOSLO mirror-control hardware provide timing inputs via two other 
A/D channels. Two AOMs in the AOSLO optical paths (imaging channel and stimulus 
channel) modulate the scanning laser power under control of the computational system via 
two digital-to-analog channels. The digitized video stream from the A/D is collected in a 
buffer before being transferred to the PC. In the output path, the stimulus raster pattern is 
uploaded to a data buffer on the adaptor. In the system using individual interface adaptors for 
input and output, an independent pixel clock generator (the block with dashed box) is required 
to drive the output adaptor. With the integrated interface board, A/D and the D/A share a 
common on-board pixel clock, whose rate is controlled by parameters uploaded by the PC-
resident software. 

While the general architecture is the same for both multiple-board solution and integrated 
interface, the latter has been designed to take advantage of both the shared resources and the 
flexibility provided by the FPGA (field programmable gate array) to customize the buffers 
and control circuitry to optimize the performance. The result has been a significant decrease in 
the overall system latency relative to the multiple-board solution, which in turn has improved 
the utility of the overall system. 

There are two fundamental limitations in the dual board solution: the inherent latency and 
the limitation of the stimulus pattern size. We discuss each limitation. 

Figure 3 and our earlier paper [35] illustrate the relationship of prediction latency to the 
accuracy of stimulus location. The latency is the combined delay imposed by computation and 
data transfer. While computation latency had been reduced to approximately 1.5 msec by use 
of the Map-Seeking Circuit (MSC) algorithm [36], inherent architectural limitations in the 
multiple-board solution added up to 4.0 msec of latency. Thus stimulus location predictions 
had to assume about 6 msec overall latency with the consequent decrease in accuracy that 
comes with a motion process that has stochastic properties [27]. Quantitative analysis 
illustrated in Fig. 3 indicates the benefit of a reduction of system latency to 2 msec. The 2 
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msec latency goal was assumed to be achievable based on the 1.3 – 1.5 msec computation 
time. 

The 6 millisecond latency of the multiple-board solution arose from three components: 

A. The A/D board’s device driver does not support interrupt rates higher than 1000Hz, 
hence raw AOSLO video has to be buffered at 1 msec intervals. Combined with 
features of the optical instrument, this corresponds to image strips comprising 16 
lines of the frame. Due to these interrupt handling rate limitations, the A/D board 
presents a 0-1 millisecond random sampling latency, because the boundary of the 
critical patch can appear at any line of the 16-line patch [35]. The term “critical 
patch” was defined in paper [35], and it will be reviewed briefly here. The image 
information in the critical patch is used to calculate the current retinal location and 
also to predict where the target location will be (ie the location where the stimulus is 
to be placed). In Fig. 5, without sampling latency, we suppose that a latency of time 
T is sufficient to, i) calculate the target location A (indicated by the white circle), and 
ii) write the stimulus to the target. Ideally, the critical patch would be the patch 
indicated by the solid rectangle, ending exactly at time T prior to the target. 
However, due to sampling issues stated above, the image grabber sends out data to 
PC only once in every millisecond in blocks [l, l + 15], [l + 16, l + 31], [l + 32, l + 
47]. Therefore, in Fig. 5, we need to move the critical patch to an earlier timepoint l 
+ 16, or the position of the dashed rectangle, which introduces an additional Ts 
sampling latency that ranges from 0 to 15 sampling lines or 0-0.94 msec. We can’t 
move the critical patch down to line l + 32, because the software does not start 
calculating the stimulus location until line l + 32 is buffered from the image grabber, 
leaving insufficient time to compute and write the stimulus to the target. 

T

l

l+16

l+32

l+48

l+64

l+80
A

l-16

Ts

 

Fig. 5. Illustration of critical patch. The letter ‘A’ in the figure labels the target location 

B. The MSC software algorithm [35] needs 1.3~1.5 milliseconds to calculate the target 
location (assuming Intel Core 2 Duo or Core 2 Quad processor). 

C. The writing latency to the D/A board is variable, depending on buffer position, by up 
to 3.0 msec, because the D/A data clock can't synchronize with the A/D data clock at 
the pixel level. The D/A board has a minimum requirement on the number of buffers 
to be defined for running them continuously which is 3 buffers (~3 msec in total), 
and this introduces an inherent delay of anywhere between 1 msec to 3 msec, based 
upon which buffer the D/A board is processing at a given time. 

The total latency from A through C is 2.3~5.5 msec for delivering a stimulus to the target. 
To guarantee that the stimulus can be delivered to the same frame every time (instead of the 
next frame), we had to always assume the worst case of about 6 milliseconds. From these 
considerations the design goal for the integrated interface adaptor was therefore to minimize 
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latency A, eliminate latency C, and hence reduce the total prediction time to about 2 
milliseconds. 

The second limitation imposed by the multiple-board solution was that the stimulus 
pattern raster had to be less than or equal to 16 pixels tall. This was because the stimulus was 
represented by 16-pixel high strip buffers in the D/A board and we were unable to represent a 
stimulus that straddled more than 2 strips. Because the A/D board and the D/A boards use 
independent pixel clocks, increasing the stimulus size will span the stimulus over more than 
one stripe at any given time when the eye motion is towards the top of the frame and this will 
show the stimulus being chopped off at the top. While this was adequate for single cone-
targeted stimulus delivery [34], because a cone spans about 7-10 pixels, the tiny stimulus 
precluded AOSLO’s use in psychophysics experiments where the subject is often required to 
view a larger target. 

3. The integrated adaptor solution 

The combined limitations of latency and stimulus size motivated us to design an alternative 
solution. We used a single FPGA board integrated with A/D and D/A to replace the multiple-
board solution. The flexibility of the FPGA allowed us to incorporate buffers and, more 
importantly, control circuitry optimally designed to dynamically adjust the buffering of data 
between the AOSLO optical system and the PC to minimize the latency as the scan 
approaches the estimated location of the stimulus pattern. This dynamic buffering strategy 
will be described in more detail below. The architecture of the integrated solution is illustrated 
in Fig. 6. Comparing with the dual-board solution in Fig. 2, we see that the interfaces between 
the instrument and the computational system are still the same. The computational system 
receives H-sync, V-sync and analog raw video from the instrument, and sends two analog 
signals to control the two AOMs in the instrument. Moreover, most of the PC software is also 
the same, including most of the GUI and algorithms. Between those interfaces the hardware 
component of the interface had to be designed and implemented and new device driver 
software resident on the PC to support the integrated function needed to be implemented. A 
more detailed block diagram of the FPGA applications is illustrated in Appendix 1, where the 
block RAM map of “video buffers” is illustrated in Appendix-2 and block RAM map of 
“stimulus buffers” is illustrated in Appendix-3. 
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Fig. 6. Architecture of the FPGA integrated solution. A/D and D/A share the same pixel clock 
which is generated by FPGA, allowing the stimulus location to be accurately registered to the 
raw video input. The programmability of the FPGA also allows dynamic control of video 
buffering to minimize prediction latency as the scan approaches the estimated stimulus 
location. 

The flexibility provided by the FPGA allowed us to customize the logic to achieve several 
design goals. 

(1) Reduce sampling units to a single scan line level. We were willing to accept the time 
necessary to display a single raster line (33msec/frame / 512 lines/frame = 65 usec) 
as the basic latency unit. This latency is trivial compared to the 1.3-1.5 milliseconds 
of the algorithm’s computational latency. However, we could not buffer raw video to 
the host PC line by line, because this increased the burden of the PC interrupt handler 
to process about 512 (lines/frame) x 30 (frames/second) = 15360 interrupts per 
second. Our testing showed that although our device driver had the ability to handle 
hardware interrupts at this high rate, it would consume most of the CPU time and 
leave very limited CPU space for running the algorithm. On the other hand, we were 
constrained by the need to provide the prediction algorithm data early enough to 
calculate the target location. Therefore, we chose to transfer the raw video from the 
interface buffer to the PC every 16 lines most of the time - the same as had been used 
in the multiple-board solution. However, when the scan neared the initial estimated 
location of the target, the unit of buffering was switched dynamically to collect a 
critical patch whose last line coincided with the desired latency time. The logic to 
implement this adaptive buffering is made possible by the programmability of the 
FPGA. Figure 7 illustrates the dynamic buffering strategy. 
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Fig. 7. An example of adjusting the buffering unit to the critical patch. ‘A’ is the target 
location. 

In Fig. 7, the raw video is still buffered to the PC in every 16 lines, when there is no 
critical patch involved, e.g., [l-16, l-1] and [l, l + 15]. However, when the critical patch 
happens to have the last line at line l + 28, the FPGA will be programmed to buffer lines [l + 
16, l + 28] to the PC immediately after line l + 28 is sampled by the A/D converter. Therefore, 
there is no need to move the critical patch back to lines [l, l + 15], as was the case for the 
multiple-board option (Fig. 5). The PC algorithm starts calculating the target location as soon 
as the PC receives lines [l + 16, l + 28] and this trims the prediction time to T exactly, instead 
of T + Ts. The sampling latency is therefore basically eliminated. This approach does add one 
more interrupt handling event in each frame, from the previous 32 interrupts to 33 interrupts, 
because the FPGA needs to buffer lines [l + 29, l + 31] to the PC separately. The total CPU 
usage for video sampling only on an Intel Core 2 Quad (Q6700 @ 2.66GHz) CPU is less than 
5%. 

(2) The second design objective was a common pixel clock for the D/A and A/D to 
eliminate misalignment of the input image and the target pattern due to PLL skews. 
This was simple to achieve since the same clock signal from the FPGA could be 
routed to both converter chips. 

(3) The third design goal was to provide the buffering and control to allow the stimulus 
pattern to be preloaded into the FPGA buffer, and to be sequenced to the stimulus 
output channel with the correct timing to present it to the desired location in the 
raster under control of the PC software by merely uploading stimulus location 
coordinates for each frame. This represented a significant improvement over the 
multiple-board solution which required uploading all the pixels in the stimulus 
pattern raster for each frame to adjust the location of the stimulus. The encoding of 
stimulus pattern is simple if the stimulus size is 16x16 pixels or smaller, because 
there is only one pair of (x, y) coordinates to determine its location. It gets 
complicated with larger stimulus patterns. Large stimuli involve longer delivery 
times, during which eye motion can induce non-linear distortions that must be 
compensated as they occur. Hence, the algorithm needs to calculate a sequence of (x, 
y) coordinates for sequential patches of the stimulus pattern. For example, with a 
180x180 pixel stimulus pattern, we calculate coordinates at lines 0, 32, 64, 96, 128, 
160, 176. We then use these seven pairs of (x, y) to pre-warp the stimulus pattern and 
encode it to the two AOMs. We assume there is no intraline distortion because of the 
short duration of the horizontal sweep. 

4. Results 

We present five examples of stimulus delivery with 3-msec, 4-msec, 5-msec, 6-msec 
prediction times (latency) and 1 frame delay (33 msec), from a living retina. Figure 8 
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illustrates two live videos with prediction times 3 msec and 4 msec, and Fig. 9 illustrates 
another three live videos with prediction times 5 msec, 6 msec and a whole frame (33 msec). 
In all of the following examples, the stimulus is generated by modulating the imaging laser. 
As such, the stimulus gets encoded directly into the image. Switching the same modulation 
pattern to a second laser is trivial. Under typical operating conditions, the power of the second 
laser is generally not sufficient to be recorded into the image and so this simpler mode of 
operation is the most appropriate for illustration purposes. 

 

Fig. 8. Stimulus accuracy with different prediction times. (a) is with 3-msec latency, and (b) is 
with 4-msec latency (Media 1). The accompanying movies have been compressed to reduce file 
size and underrepresent the quality of the original AOSLO video. 

 

Fig. 9. Stimulus accuracy with different prediction times. (a) is with 5-msec latency, (b) is with 
6-msec latency, and (c) is with one frame (33 msec) latency (Media 2). The accompanying 
movies have been compressed to reduce file size and underrepresent the quality of the original 
AOSLO video. 

The RMS accuracy of the stimulus location is plotted in Fig. 10. It is worth noting that the 
results below are calculated from only one sample (600 frames of video) in each case. 
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Fig. 10. RMS error of stimulus location versus prediction latency 

We calculate the RMS error from the recorded raw video with standard cross correlation 
which is totally independent of the MSC algorithm, illustrated in Fig. 11 below. 

r

 

Fig. 11. Evaluation of stimulus accuracy 

In Fig. 11, we use cross correlation to locate the stimulus (the black square) and a 
neighboring patch of cones, and measure how the distance r between them varies frame by 
frame. When the patch of cones is selected a) very close to the stimulus, and b) nearly in the 
same horizontal level as the stimulus, then the variation of r represents the accuracy of the 
stimulus placement. The size of the stimulus is 16x16 pixels, and the typical size of the cone 
is 9x9 pixels. A patch of 16x16 pixels is used to track the stimulus and a patch of 9X 9 pixels 
is used to track the cone. 

With the benefit of high programmability of FPGAs, we can encode a large stimulus 
pattern to the D/A to control the two AOMs. Moreover, we can program the board to deliver 
animations to targeted retinal locations. Figure 12 shows an example where an animated letter 
“E” fades in at a targeted retinal location. The size of “E” spans multiple cones, and is large 
enough for the subject to resolve it. In the actual experiment, the stabilized “E” will fade from 
view, which is a common phenomena reported in the literature [37,38]. 

(C) 2010 OSA 16 August 2010 / Vol. 18,  No. 17 / OPTICS EXPRESS  17853
#128571 - $15.00 USD Received 17 May 2010; revised 27 Jul 2010; accepted 28 Jul 2010; published 4 Aug 2010



 

Fig. 12. Stabilized stimulus (video) on retina (Media 3) 

We can also deliver a gray-scaled image on the retina, as illustrated in Fig. 13. 

 

Fig. 13. Gray-scale stimulus on retina (Media 4) 

5. Summary 

1. With the integrated adapter solution, we have reduced the prediction time to 3 msec for 
small stimulus sizes (e.g. 16x16 pixels). The 3 msec provides a small “pad” over the 
original budget of 2 msec to allow for possible motion between the pre-critical patch 
and the critical patch, and to allow for the radius of the stimulus pattern. This case 
halves the previous prediction time needed for the multiple-board solution, and 
results in a reduction of the stabilization error from 0.27 arcmin (also 0.26 arcmin 
reported in [35]) to 0.15 arcmin. 

2. The stimulus size can now be as large as the available buffer size on FPGA, which is 
currently 256x256 pixels, large enough to allow some motion within the 512 x 512 
frame of the raw video. However, larger stimuli impose longer latencies, limited by 
the current speed of calculation of stimulus location and dewarping parameters. This 
may be mitigated by faster PC hardware or moving the computations to GPU 
hardware. The latter option is currently under investigation. 

6. Discussion 

To our knowledge, the tracking and stabilization is more accurate than any other method 
reported in the literature. Comparisons of the methods employed here vs other methods were 
described in the second paper of this series [35] and are summarized in Table 1. 
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Table 1. Comparison of other tracking and targeted stimulus/beam delivery methods. 

Method Tracking 
method 

Tracking 
accuracy 

Latency Stabilization 
accuracy 

Comments 

AOSLO Retinal image 
tracking 

<0.1 arcmin 3 msec 0.15 arcmin Gaze contingent stimulus 
projection. The stimulus is 
corrected with adaptive 
optics and can be as 
compact as a single cone. 

Optical lever Direct optical 
coupling 

0.05 arcmin 

[39] 

0 (optical) 0.38 arcminutes 

[40] 

Stimulus is very precise but 
contact lens slippage will 
cause uncontrollable and 
unmonitorable shifts in 
stimulus position 

Dual Purkinje 
(dPi) Eye 
Tracker with 
optical 

deflector [41] 

Purkinje 
reflexes from 
cornea and 
lens 

~1 arcminute 

[42] 

6 msec ~1 arc minute 
(error is 
dominated by 
tracking 
accuracy) 

 

EyeRisTM* 

[43] 

dPi** ~1arcmin 
(dPi) 

5-10 msec ~1 arcmin 
(tracking limited) 

[44] 

Gaze contingent display. 

MP1(Nidek, 
Japan) 

Retinal image 
feature 
tracking 

4.9 arcmin 

[45] 

2.4 msec Not reported Gaze contingent display for 
single stimulus 
presentations (clinical 
visual threshhold 
measurements) 

Physical 
Sciences Inc 

[46]. 

Retinal feature 
tracking 

3 arcmin <1 msec 3 minutes 
(tracking limited) 

Used to optically stabilize a 
scanning raster on the 
retina to facilitate line 
scanning ophthalmoscope 
imaging. 

Heidelberg 
Spectralis 
OCT 
(Heidleberg, 
Germany) 

Retinal image 
feature 
tracking 

Not reported Not 
reported 

Not reported Used to stabilize the OCT 
b-scan at a fixed retinal 
location to facilitate scan 
averaging. 

* This technique falls into a broad class of eye trackers coupled with gaze contingent displays. The EyeRIS system 
here has the best reported performance of any of the systems we found. 
** Any tracking method can be used for this type of system but results from a dPi system are reported since they 
provide the best results. 

Although the AOSLO has a performance advantage over other systems in many 
categories, there are important limits to the scope if its application. In general, all the systems 
with the exception of AOSLO are capable of measuring eye motions and controlling the 
stimulus or the display over a relatively large visual field. The following arguments explain 
why AOSLO tracking and stimulus presentation will only work for a limited range of eye 
motion. First, the method demands that the stimulus is placed within the confines of the 
scanning raster, which is typically between 1 X 1 and 2 X 2 degrees and never greater than 3 
X 3 degrees. Second, tracking will begin to fail whenever the current frame starts to lose 
overlap with the reference frame by 50% or more. Third, the extent of the stimulus is limited 
by the FPGA buffer, whose current maximum limit is 256 X 256 pixels. With an AOSLO 
field size of 512 X 512 pixels, this further limits the range of eye motion for which an 
extended stimulus can be presented. As such, the tracking and stimulus delivery are practical 
mainly for an eye that is fixating. 

7. Conclusion 

The FPGA solution to eye tracking and targeted stimulus delivery presented here represents a 
significant improvement in performance and reduction in cost over the previous solutions that 
have been implemented. These improvements will not only enhance ongoing research, but the 
ability to present larger stimuli to targeted locations broadens the scope of potential 
applications, which range from targeted delivery of therapeutic lasers, presentation of large 
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stimuli for receptive field measurements and basic psychophysics related to perception of 
stabilized and moving targets. 
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Appendix 1: A detailed block diagram of the FPGA applications 

FPGA 

Main

Controller

D/A

Controller

A/D

ControllerAOSLO video

common data clock for A/D and D/A

Digitized video                               Stimuli Info

 Digitized Vsync

 Digitized Hsync

PCIe

Controller

To imaging

AOM

To stimulus

AOM

External H-sync

External V-sync

Video buffers

PCIe run-time registers

Stimulus

buffers

FPGA 

Clock

Generator FPGA 

I2C Bus

Controller

I2C Clock
SCL

SDA

DA chipAD chipAnalog

Devices

AD9980

Chrontel

CH7301C

and/or

external DAC*

Pixel Clock

*: An example is to attach a TI’s DAC2904-EVM module (14 bits) for high accuracy AOM control
 

Appendix 2: FPGA block RAM map for video buffers of the D/A controller 
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Appendix 3: FPGA block RAM map for stimulus buffer of the D/A controller 
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